# SOLVABILITY OF NONLOCAL BOUNDARY VALUE PROBLEMS FOR PSEUDOPARABOLIC EQUATIONS 

A. I. Kozhanov *<br>Sobolev Institute of Mathematics SB RAS<br>4, pr. Akad. Koptyuga, Novosibirsk 630090, Russia<br>Novosibirsk State University<br>2, ul. Pirogova, Novosibirsk 630090, Russia<br>kozhanov@math.nsc.ru<br>N. S. Popov<br>Ammosov North-Eastern Federal University 48, ul. Kulakovskogo, Yakutsk 677000, Russia madu@sitc.ru

UDC 517.946

We study nonlocal boundary value problems with the Samarkii and integral conditions for pseudoparabolic equations $u_{t}-a(x, t) u_{x x}+c(x, t) u-u_{x x t}=f(x, t)$. The existence and uniqueness of a regular solution are established. Bibliography: 9 titles.

## Introduction

We study spatial-nonlocal boundary value problems for one-dimensional linear pseudoparabolic equations with the boundary condition combined from the nonlocal Samarskii boundary condition with variable coefficients and integral type boundary conditions. Such nonlocal problems for pseudoparabolic equations were earlier studied only in special cases (cf. [1, 2]). The method consists of 1) the passage from a problem for a "good" equation with "bad" boundary conditions to a problem with "good" boundary conditions, but for a "bad" equation," the so-called loaded equation $[3,4], 2)$ the proof of the solvability of the obtained problem by the parameter continuation method and a priori estimates, and 3) the construction of a solution to the original problem. Similar methods have been effectively used in close situations $[5,6]$.

## 1 Statement of the Problems

Suppose that $\Omega$ is the interval $(0,1)$ on the $O x$-axis, $Q$ is a rectangle $\Omega \times(0, T), 0<T<+\infty$, $a(x, t), c(x, t), K_{1}(x), K_{2}(x), f(x, t), \alpha_{1}(t), \alpha_{2}(t), \beta_{1}(t), \beta_{2}(t)$ are functions of $x \in \bar{\Omega}, t \in[0, T]$.

[^0]Problem I. Find a solution $u(x, t)$ to the equation

$$
\begin{equation*}
L u \equiv u_{t}-a(x, t) u_{x x}+c(x, t) u-u_{x x t}=f(x, t) \quad \text { in } Q \tag{1}
\end{equation*}
$$

satisfying the conditions

$$
\begin{align*}
& u(x, 0)=0, \quad x \in \Omega  \tag{2}\\
& u_{x}(0, t)=\alpha_{1}(t) u(0, t)+\alpha_{2}(t) u(1, t)+\int_{0}^{1} K_{1}(x) u(x, t) d x, \quad 0<t<T  \tag{3}\\
& u_{x}(1, t)=\beta_{1}(t) u(0, t)+\beta_{2}(t) u(1, t)+\int_{0}^{1} K_{2}(x) u(x, t) d x, \quad 0<t<T \tag{4}
\end{align*}
$$

Problem II. Find a solution $u(x, t)$ to Equation (1) in $Q$ satisfying (2) and the conditions

$$
\begin{align*}
& u_{x}(0, t)=\alpha_{1}(t) u(0, t)+\alpha_{2}(t) u_{x}(1, t)+\int_{0}^{1} K_{1}(x) u(x, t) d x, \quad 0<t<T,  \tag{5}\\
& u(1, t)=\beta_{1}(t) u(0, t)+\beta_{2}(t) u_{x}(1, t)+\int_{0}^{1} K_{2}(x) u(x, t) d x, \quad 0<t<T \tag{6}
\end{align*}
$$

Problem III. Find a solution $u(x, t)$ to Equation (1) in $Q$ satisfying (2) and the conditions

$$
\begin{align*}
& u(0, t)=\alpha_{1}(t) u_{x}(0, t)+\alpha_{2}(t) u_{x}(1, t)+\int_{0}^{1} K_{1}(x) u(x, t) d x, \quad 0<t<T  \tag{7}\\
& u(1, t)=\beta_{1}(t) u_{x}(0, t)+\beta_{2}(t) u_{x}(1, t)+\int_{0}^{1} K_{2}(x) u(x, t) d x, \quad 0<t<T \tag{8}
\end{align*}
$$

Note that the function $\alpha_{1}(t) \beta_{2}(t)-\alpha_{2}(t) \beta_{1}(t)$ can vanish (in particular, identically) on $[0, T]$.

## 2 Solvability of Problem I

Introduce the space

$$
V=\left\{v(x, t): v(x, t) \in L_{\infty}\left(0, T ; W_{2}^{2}(\Omega)\right), v_{t}(x, t) \in L_{2}\left(0, T ; W_{2}^{1}(\Omega)\right), v_{x x t}(x, t) \in L_{2}(Q)\right\}
$$

equipped with the norm

$$
\|v\|_{V}=\|v\|_{L_{\infty}\left(0, T ; W_{2}^{2}(\Omega)\right)}+\left\|v_{t}\right\|_{L_{2}\left(0, T ; W_{2}^{1}(\Omega)\right)}+\left\|v_{x x t}\right\|_{L_{2}(Q)} .
$$

Suppose that necessary smoothness conditions (specified below) are satisfied. We set

$$
\Delta_{1}(t)=\alpha_{2}(t)+\beta_{2}(t)-2 .
$$

Assume that

$$
\begin{equation*}
\Delta_{1}(t) \neq 0, \quad t \in[0, T], \tag{9}
\end{equation*}
$$

and set

$$
\begin{aligned}
& \gamma_{0}(t)=\frac{1-\beta_{2}(t)}{\Delta_{1}(t)}, \quad \gamma_{1}(t)=\frac{\beta_{2}(t)-2}{\Delta_{1}(t)}, \\
& \delta_{0}(t)=\frac{\alpha_{2}(t)-1}{\Delta_{1}(t)}, \quad \delta_{1}(t)=-\frac{\alpha_{2}(t)}{\Delta_{1}(t)}, \\
& N_{1}(x, t)=\gamma_{0}(t) K_{1}(x)+\delta_{0}(t) K_{2}(x), \\
& N_{2}(x, t)=\gamma_{1}(t) K_{1}(x)+\delta_{1}(t) K_{2}(x), \\
& K(x, y, t)=x^{2} N_{1}(y, t)+x N_{2}(y, t) .
\end{aligned}
$$

We define the operator $B$ by the formula

$$
(B u)(x, t)=u(x, t)-\int_{\Omega} K(x, y, t) u(y, t) d y .
$$

For the sake of convenience, we preserve the notation $\bar{u}(x, t)$ for the action of the operator $B$ on a function $u(x, t)$. Since the operator $B$ is a Fredholm integral operator of the second kind with degenerate kernel, it is easy to write the invertibility conditions (the invertibility of $B$ will be used below). We set

$$
\begin{aligned}
& z_{1}(t)=1-\int_{\Omega} x^{2} N_{1}(x, t) d x, \quad z_{2}(t)=-\int_{\Omega} x N_{1}(x, t) d x \\
& s_{1}(t)=-\int_{\Omega} x^{2} N_{2}(x, t) d x, \quad s_{2}(t)=1-\int_{\Omega} x N_{2}(x, t) d x \\
& \Delta_{11}(t)=z_{1}(t) s_{2}(t)-z_{2}(t) s_{1}(t) \\
& K_{0}(x, y, t)=\frac{1}{\Delta_{11}(t)}\left\{\left[x^{2} s_{2}(t)-x s_{1}(t)\right] N_{1}(y, t)-\left[x^{2} z_{2}(t)-x z_{1}(t)\right] N_{2}(y, t)\right\} .
\end{aligned}
$$

In the case

$$
\begin{equation*}
\Delta_{11}(t) \neq 0, \quad t \in[0, T], \tag{10}
\end{equation*}
$$

we have the equality

$$
u(x, t)=\bar{u}(x, t)+\int_{\Omega} K_{0}(x, y, t) \bar{u}(y, t) d y
$$

which defines the inverse operator $B^{-1}$.
We introduce the function $\Phi(x, t, u)(u=u(x, t))$ by the formula

$$
\begin{aligned}
& \Phi(x, t, u)=\int_{\Omega} K_{x x}(x, y, t) u_{t}(y, t) d y-\int_{\Omega} K(x, y, t) u_{y y t}(y, t) d y-\int_{\Omega} a(x, t) K(x, y, t) u_{y y}(y, t) d y \\
& +\int_{\Omega}\left\{a(x, t) K_{x x}(x, y, t)-K_{t}(x, y, t)+K_{x x t}(x, y, t)-c(x, t) K(x, y, t)+c(y, t) K(x, y, t)\right\} u(y, t) d y
\end{aligned}
$$

Denote by $g(x, t)$ the function $\bar{f}(x, t)$. We consider the boundary value problem: find a solution $v(x, t)$ to the equation

$$
\begin{equation*}
L v-\Phi\left(x, t, B^{-1} v\right)=g(x, t) \quad \text { in } Q \tag{11}
\end{equation*}
$$

satisfying (2) and the conditions

$$
\begin{array}{ll}
v_{x}(0, t)=\alpha_{1}(t) v(0, t)+\alpha_{2}(t) v(1, t), & 0<t<T \\
v_{x}(1, t)=\beta_{1}(t) v(0, t)+\beta_{2}(t) v(1, t), & 0<t<T \tag{13}
\end{array}
$$

Proposition 1. Assume that the conditions (9) and (10) hold. Then if $v(x, t)$ is a solution in $V$ to the boundary value problem (11), (2), (12), (13), then $u=B^{-1} v$ is a solution in $V$ to Problem I.

Proof. If $v(x, t)$ belongs to the space $V$ then $u(x, t)$ belongs to the same space. The converse assertion is also valid. It is obvious that the conditions (2)-(4) are satisfied. We have the equality

$$
B(L u-f)=0
$$

from which, together with the condition (10) providing the one-to-one invertibility of the operator $B$, it follows that $u(x, t)$ is a solution to Equation (1).

From Proposition 1 it is obvious that for proving the solvability of Problem I in $V$ it suffices to establish the solvability of the boundary value problem (11), (2), (12), (13) in the same space.

Let $\lambda$ be a number in $[0,1]$. We set

$$
\begin{aligned}
& a_{i}(x, t, \lambda)=\frac{\lambda x^{2}}{2}\left[\beta_{i}(t)-\alpha_{i}(t)\right]+\lambda x \alpha_{i}(t), \quad i=1,2, \\
& b_{1}(x, t, \lambda)=a_{1}(x, t, \lambda)+\frac{a_{2}(x, t, \lambda) a_{1}(1, t, \lambda)}{1-a_{2}(1, t, \lambda)}, \\
& b_{2}(x, t, \lambda)=\frac{a_{2}(x, t, \lambda)}{1-a_{2}(1, t, \lambda)} \\
& A_{i}(x, t, \lambda)=b_{i x x}(x, t, \lambda)-b_{i}(x, t, \lambda), \quad i=1,2, \\
& B_{i}(x, t, \lambda)=b_{i x x t}(x, t, \lambda)+a(x, t) b_{i x x}(x, t, \lambda)-c(x, t) b_{i}(x, t, \lambda)-b_{i t}(x, t, \lambda), \quad i=1,2, \\
& F(x, t, \lambda, \xi)=A_{1}(x, t, \lambda) \xi_{1}+A_{2}(x, t, \lambda) \xi_{2}+B_{1}(x, t, \lambda) \xi_{3}+B_{2}(x, t, \lambda) \xi_{4}, \\
& \bar{w}(t)=\left(w_{t}(0, t), w_{t}(1, t), w(0, t), w(1, t)\right) .
\end{aligned}
$$

Theorem 1. Assume that (9) and the following conditions hold:

$$
\begin{align*}
& K_{1}(x) \equiv K_{2}(x) \equiv 0, \quad x \in \bar{\Omega},  \tag{14}\\
& a(x, t) \in C^{1}(\bar{Q}), \quad c(x, t) \in C^{1}(\bar{Q}),  \tag{15}\\
& \alpha_{i}(t) \in C^{1}([0, T]), \quad \beta_{i}(t) \in C^{1}([0, T]), \quad i=1,2  \tag{16}\\
& c(x, t) \geqslant c_{0}>0, \quad(x, t) \in \bar{Q},  \tag{17}\\
& {\left[1+8 \alpha_{1}(t)\right] \xi_{1}^{2}+8\left[\alpha_{2}(t)-\beta_{1}(t)\right] \xi_{1} \xi_{2}+\left[1-8 \beta_{2}(t)\right] \xi_{2}^{2} \geqslant 0, t \in[0, T], \quad\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2},}  \tag{18}\\
& f(x, t) \in L_{2}(Q) . \tag{19}
\end{align*}
$$

Then there exists a unique solution $u(x, t)$ in $V$ to Equation (1) in $Q$ satisfying (2), (12), (13).

Proof. We consider the auxiliary boundary value problem: find a solution $w(x, t)$ to the equation

$$
\begin{equation*}
L(\lambda) w \equiv w_{t}-a w_{x x}+c w-w_{x x t}-F(x, t, \lambda, \bar{w})=f \tag{20}
\end{equation*}
$$

in the rectangle $Q$ that satisfies (2) and

$$
\begin{equation*}
w_{x}(0, t)=w_{x}(1, t)=0, \quad 0<t<T . \tag{21}
\end{equation*}
$$

By the theorem about the parameter continuation method [7], for the solvability of the problem in the space $V$ for all $\lambda$ in $[0,1]$ and any function $f(x, t)$ in $L_{2}(Q)$, it suffices to prove

1) the continuity of the family of operators $\{L(\lambda)\}$ with respect to $\lambda$,
2) the solvability of the boundary value problem (20)(2), (21) in the space $V$ for $\lambda=0$,
$3)$ an a priori estimate for all possible solutions $w(x, t)$ to the boundary value problem (20), (2), (21). in the space $V$, uniformly with respect to $\lambda$.

The continuity of $\{L(\lambda)\}$ with respect to $\lambda$ is obvious. It is known $[8,9]$ that the problem (20), (2), (21) is solvable in the space $V$ for $\lambda=0$ under the conditions (15), (17), (19). Let us show that for all possible solutions $w(x, t)$ to the boundary value problem (20), (2), (21) an a priori estimate, uniform with respect to $\lambda$, holds in the space $V$.

Let $w(x, t)$ be a solution in $V$ to the boundary value problem (20), (2), (21). We set

$$
u(x, t)=w(x, t)+b_{1}(x, t, \lambda) w(0, t)+b_{2}(x, t, \lambda) w(1, t) .
$$

By the elementary inequalities

$$
\begin{align*}
& \int_{0}^{t} v^{2}(0, \tau) d \tau \leqslant \int_{0}^{t} \int_{\Omega} v_{x}^{2}(x, \tau) d x d \tau+2 \int_{0}^{t} \int_{\Omega} v^{2}(x, \tau) d x d \tau  \tag{22}\\
& \int_{0}^{t} v^{2}(1, \tau) d \tau \leqslant \int_{0}^{t} \int_{\Omega} v_{x}^{2}(x, \tau) d x d \tau+2 \int_{0}^{t} \int_{\Omega} v^{2}(x, \tau) d x d \tau
\end{align*}
$$

it is easy to show that $u(x, t)$ belongs to the space $V$. A simple calculation shows that $u(x, t)$ is a solution to the equation

$$
\begin{equation*}
u_{t}-a u_{x x}+c u-u_{x x t}=f \tag{23}
\end{equation*}
$$

and satisfies (2) and the conditions

$$
\begin{array}{lr}
u_{x}(0, t)=\lambda\left[\alpha_{1}(t) u(0, t)+\alpha_{2}(t) u(1, t)\right], & 0<t<T, \\
u_{x}(1, t)=\lambda\left[\beta_{1}(t) u(0, t)+\beta_{2}(t) u(1, t)\right], & 0<t<T . \tag{25}
\end{array}
$$

We consider the equality

$$
\begin{align*}
\int_{0}^{t} \int_{\Omega}\left(u_{\tau}-u_{x x \tau}+c u\right) & {\left[u_{\tau}+\left(x-\frac{1}{2}\right) u_{x \tau}-u_{x x \tau}\right] d x d \tau } \\
& =\int_{0}^{t} \int_{\Omega}\left(f+a u_{x x}\right)\left[u_{\tau}+\left(x-\frac{1}{2}\right) u_{x \tau}-u_{x x \tau}\right] d x d \tau \tag{26}
\end{align*}
$$

which follows from Equation (23). Integrating by parts and using (2), (24), and (25), we obtain

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left[\frac{1}{2} u_{\tau}^{2}+2 u_{x \tau}^{2}+u_{x x \tau}^{2}\right] d x d \tau+\frac{1}{2} \int_{\Omega} c(x, t)\left[u^{2}(x, t)+u_{x}^{2}(x, t)\right] d x+\frac{1}{4} \int_{0}^{t}\left\{u_{\tau}^{2}(0, \tau)+u_{\tau}^{2}(1, \tau)\right. \\
& \left.+8 \lambda\left[\alpha_{1}(\tau) u_{\tau}^{2}(0, \tau)+\left[\alpha_{2}(\tau)-\beta_{1}(\tau)\right] u_{\tau}(0, \tau) u_{\tau}(1, \tau)-\beta_{2}(\tau) u_{\tau}^{2}(1, \tau)\right]\right\} d \tau \\
& =\int_{0}^{t} \int_{0}^{1}\left(x-\frac{1}{2}\right) u_{x \tau} u_{x x \tau} d x d \tau+\int_{0}^{t} \int_{\Omega}\left(f+a u_{x x}\right)\left[u_{\tau}+\left(x-\frac{1}{2}\right) u_{x \tau}-u_{x x \tau}\right] d x d \tau \\
& +\frac{1}{2} \int_{0}^{t} \int_{\Omega} c_{\tau}\left[u^{2}+u_{x}^{2}\right] d x d \tau-\int_{0}^{t} \int_{\Omega}\left(x-\frac{1}{2}\right) c u u_{x \tau} d x d \tau-\int_{0}^{t} \int_{\Omega} c_{x} u u_{x \tau} d x d \tau \\
& -2 \lambda \int_{0}^{t}\left\{u_{\tau}(0, \tau)\left[\alpha_{1}^{\prime}(\tau) u(0, \tau)+\alpha_{2}^{\prime}(\tau) u(1, \tau)\right]-u_{\tau}(1, \tau)\left[\beta_{1}^{\prime}(\tau) u(0, \tau)+\beta_{2}^{\prime}(\tau) u(1, \tau)\right]\right\} d \tau \\
& +\lambda \int_{0}^{t}\left\{c(1, \tau) u(1, \tau)\left[\beta_{1}(\tau) u_{\tau}(0, \tau)+\beta_{2}(\tau) u_{\tau}(1, \tau)+\beta_{1}^{\prime}(\tau) u(0, \tau)+\beta_{2}^{\prime}(\tau) u(1, \tau)\right]\right. \\
& \left.-c(0, \tau) u(0, \tau)\left[\alpha_{1}(\tau) u_{\tau}(0, \tau)+\alpha_{2}(\tau) u_{\tau}(1, \tau)+\alpha_{1}^{\prime}(\tau) u(0, \tau)+\alpha_{2}^{\prime}(\tau) u(1, \tau)\right]\right\} d \tau .
\end{aligned}
$$

Using the conditions (15)-(18), the inequality (22), the Young inequality, and the obvious inequality

$$
\begin{equation*}
\int_{0}^{1} \int_{\Omega} u_{x x}^{2} d x d t \leqslant T \int_{0}^{t} \int_{0}^{\tau} \int_{\Omega} u_{x x \xi}^{2} d x d \xi d \tau \tag{27}
\end{equation*}
$$

we obtain the inequality

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left(u_{\tau}^{2}+u_{x \tau}^{2}+u_{x x \tau}^{2}\right) d x d \tau+\int_{\Omega}\left[u^{2}(x, t)+u_{x}^{2}(x, t)\right] d x \\
& \leqslant \delta \int_{0}^{t} \int_{\Omega}\left(u_{\tau}^{2}+u_{x \tau}^{2}+u_{x x \tau}^{2}\right) d x d \tau \\
& +C_{1}\left[\int_{0}^{t} \int_{\Omega}\left(u^{2}+u_{x}^{2}\right) d x d \tau+\int_{0}^{t} \int_{0}^{\tau} \int_{\Omega} u_{x x \xi}^{2} d x d \xi d \tau+\int_{0}^{t} \int_{\Omega} f^{2} d x d \tau\right]
\end{aligned}
$$

where $\delta$ is an arbitrary positive number, $C_{1}$ is determined by $a(x, t), c(x, t), \alpha_{i}(t), \beta_{i}, i=1,2$, and the constants $T$ and $\delta$. We fix a small $\delta$ and, using the Gronwall lemma, find that the solution $u(x, t)$ to the problem (23), (2), (24), (25) satisfies the a priori estimate

$$
\int_{0}^{t} \int_{\Omega}\left(u_{\tau}^{2}+u_{x \tau}^{2}+u_{x x \tau}^{2}\right) d x d \tau+\int_{\Omega}\left[u^{2}(x, t)+u_{x}^{2}(x, t)\right] d x \leqslant M_{1}
$$

where the constant $M_{1}$ depends only of the functions $a(x, t), c(x, t), \alpha_{i}(t), \beta_{i}(t), i=1,2$, and the number $T$. Combining this estimate with the inequality (26), we obtain the obvious estimate

$$
\begin{equation*}
\|u\|_{V} \leqslant M_{2} \tag{28}
\end{equation*}
$$

where the constant $M_{2}$ depends only on the functions $a(x, t), c(x, t), \alpha_{i}(t), \beta_{i}(t), i=1,2$, and the number $T$. Further, the representation

$$
w(x, t)=u(x, t)-a_{1}(x, t, \lambda) u(0, t)-a_{2}(x, t, \lambda) u(1, t)
$$

and the estimate (28) imply a similar estimate for the solution $w(x, t)$ to the problem (20), (2), (21). As was already mentioned, this estimate, the continuity of $\{L(\lambda)\}$ with respect to $\lambda$, and the solvability of the boundary value problem (20), (2), (21) in the space $V$ for $\lambda=0$, imply the solvability of the boundary value problem (20), (2), (21) in the same space for $\lambda=1$. Denote by $w_{1}(x, t)$ the solution to the last problem. It is obvious that the function

$$
u(x, t)=w_{1}(x, t)+b_{1}(x, t, 1) w_{1}(0, t)+b_{2}(x, t, 1) w_{1}(1, t),
$$

is a required solution to the boundary value problem (1), (2), (12), (13).
The uniqueness of a solution is obvious.
Consider the general case, i.e., the functions $K_{1}(x)$ and $K_{2}(x)$ do not vanish identically. Introduce the notation

$$
\begin{array}{ll}
k_{1}=\max _{(x, t) \in \bar{Q}}\left[\int_{Q} K_{x x}^{2}(x, y, t) d y\right], & k_{2}=\max _{(x, t) \in \bar{Q}}\left[\int_{Q} K^{2}(x, y, t) d y\right], \\
k_{3}=\max _{(x, t) \in \bar{Q}}\left[\int_{Q} K_{0}^{2}(x, y, t) d y\right], & k_{4}=\max _{(x, t) \in \bar{Q}}\left[\int_{Q} K_{0 x x}^{2}(x, y, t) d y\right] .
\end{array}
$$

Theorem 2. Assume that the conditions (9), (15)-(19) are satisfied. Let

$$
\begin{equation*}
\exists \gamma_{0} \in\left(0, \frac{\sqrt{7}}{2}\right): \max \left\{k_{1}\left(1+k_{3}\right)\left(6+\frac{1}{4 \gamma_{0}^{2}}\right)+k_{2} k_{4}\left(6+\frac{1}{\gamma_{0}^{2}}\right), k_{2}\left(6+\frac{1}{\gamma_{0}^{2}}\right)\right\}<\frac{1}{4} \tag{29}
\end{equation*}
$$

Then there exists a unique solution $u(x, t)$ in $V$ to Equation (1) in $Q$ satisfying (2)-(4).
Proof. By Proposition 1, it suffices to establish the solvability of the problem (11), (2), (12), (13) in the space $V$. We again use the parameter continuation method: for $\lambda \in[0,1]$ and a given function $g(x, t)$ in the space $L_{2}(Q)$ we consider the following family of boundary value problems: find a solution $v(x, t)$ to the equation

$$
\begin{equation*}
L v-\lambda \Phi\left(x, t, B^{-1} v\right)=g(x, t) \tag{30}
\end{equation*}
$$

in the rectangle $Q$ that satisfies the conditions (2), (12), (13). By Theorem 1, under the conditions (9), (15)-(19), the problem (30), (2), (12), (13) with $\lambda=0$ is solvable in $V$. Consequently, for the solvability of the problem (11), (2), (12), (13) in $V$ it suffices to prove that all possible
solutions to the problem (30), (2), (12), (13) satisfy an a priori estimate uniformly with respect to $\lambda$. We consider the equality

$$
\begin{align*}
\int_{0}^{t} \int_{\Omega}\left(v_{\tau}\right. & \left.-v_{x x \tau}+c v\right)\left[v_{\tau}+\left(x-\frac{1}{2}\right) v_{x \tau}-v_{x x \tau}\right] d x d \tau \\
& =\int_{0}^{t} \int_{\Omega}\left[g+a v_{x x}+\lambda \Phi\left(x, \tau, B^{-1} u\right)\right]\left[v_{\tau}+\left(x-\frac{1}{2}\right) v_{x \tau}-v_{x x \tau}\right] d x d \tau \tag{31}
\end{align*}
$$

which follows from Equation (30). In this equality, all the terms, except for the terms with $\Phi\left(x, \tau, B^{-1} u\right)$, are transformed in the same way as in the equality (26). Further,

$$
\begin{align*}
& \int_{0}^{t} \int_{\Omega} u_{\tau}^{2} d x d \tau \leqslant \frac{2\left(1+k_{3}\right)}{1-\delta_{0}^{2}} \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+m_{1} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau,  \tag{32}\\
& \int_{0}^{t} \int_{\Omega} u_{x x \tau}^{2} d x d \tau \leqslant \frac{2}{1-\delta_{0}^{2}} \int_{0}^{t} \int_{\Omega} v_{x x \tau}^{2} d x d \tau+\frac{2 k_{4}}{1-\delta_{0}^{2}} \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+m_{2} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau,  \tag{33}\\
& \left|\int_{0}^{t} \int_{\Omega}\left(\int_{\Omega} K_{x x}(x, y, \tau) u_{\tau}(y, \tau) d y\right) v_{\tau}(x, \tau) d x d \tau\right| \\
& \leqslant\left[\frac{\delta_{1}^{2}}{2}+\frac{k_{1}\left(1+k_{3}\right)}{\delta_{1}^{2}\left(1-\delta_{0}^{2}\right)}\right] \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+m_{3} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau,  \tag{34}\\
& \left|\int_{0}^{t} \int_{\Omega}\left(\int_{\Omega} K_{x x}(x, y, \tau) u_{\tau}(y, \tau) d y\right)\left(x-\frac{1}{2}\right) v_{x \tau}(x, \tau) d x d \tau\right| \\
& \leqslant \frac{\delta_{2}^{2}}{4} \int_{0}^{t} \int_{\Omega} v_{x \tau}^{2} d x d \tau+\frac{k_{1}\left(1+k_{3}\right)}{2 \delta_{2}^{2}\left(1-\delta_{0}^{2}\right)} \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+m_{4} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau,  \tag{35}\\
& \left|\int_{0}^{t} \int_{\Omega}\left(\int_{\Omega} K_{x x}(x, y, \tau) u_{\tau}(y, \tau) d y\right) v_{x x \tau}(x, \tau) d x d \tau\right| \\
& \leqslant \frac{\delta_{3}^{2}}{2} \int_{0}^{t} \int_{\Omega} v_{x x \tau}^{2} d x d \tau+\frac{k_{1}\left(1+k_{3}\right)}{\delta_{3}^{2}\left(1-\delta_{0}^{2}\right)} \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+m_{5} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau,  \tag{36}\\
& \left|\int_{0}^{t} \int_{\Omega}\left(\int_{\Omega} K(x, y, \tau) u_{y y \tau}(y, \tau) d y\right) v_{\tau}(x, \tau) d x d \tau\right| \\
& \leqslant\left[\frac{\delta_{4}^{2}}{2}+\frac{\left.k_{2} k_{4}\right)}{\delta_{4}^{2}\left(1-\delta_{0}^{2}\right)}\right] \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+\frac{k_{2}}{\delta_{4}^{2}\left(1-\delta_{0}^{2}\right)} \int_{0}^{t} \int_{\Omega} v_{x x \tau}^{2} d x d \tau+m_{6} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau, \tag{37}
\end{align*}
$$

$$
\begin{align*}
& \left|\int_{0}^{t} \int_{\Omega}\left(\int_{\Omega} K(x, y, \tau) u_{y y \tau}(y, \tau) d y\right)\left(x-\frac{1}{2}\right) v_{x \tau}(x, \tau) d x d \tau\right| \leqslant \frac{\delta_{5}^{2}}{2} \int_{0}^{t} \int_{\Omega} v_{x \tau}^{2} d x d \tau \\
& \quad+\frac{k_{2} k_{4}}{\delta_{5}^{2}\left(1-\delta_{0}^{2}\right)} \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+\frac{k_{2}}{\delta_{5}^{2}\left(1-\delta_{0}^{2}\right)} \int_{0}^{t} \int_{\omega} v_{x x \tau}^{2} d x d \tau+m_{7} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau  \tag{38}\\
& \left|\int_{0}^{t} \int_{\Omega}\left(\int_{\Omega} K(x, y, \tau) u_{y y \tau}(y, \tau) d y\right) v_{x x \tau}(x, \tau) d x d \tau\right| \\
& \quad \leqslant\left[\frac{\delta_{6}^{2}}{2}+\frac{k_{2}}{\delta_{6}^{2}\left(1-\delta_{0}^{2}\right)}\right] \int_{0}^{t} \int_{\Omega} v_{x x \tau}^{2} d x d \tau+\frac{k_{2} k_{4}}{\delta_{6}^{2}\left(1-\delta_{0}^{2}\right)} \int_{0}^{t} \int_{\Omega} v_{\tau}^{2} d x d \tau+m_{8} \int_{0}^{t} \int_{\Omega} v^{2} d x d \tau \tag{39}
\end{align*}
$$

where $\delta_{0}-\delta_{6}$ are arbitrary positive numbers, $m_{1}-m_{8}$ are determined by the functions $\alpha_{i}(t), \beta_{i}(t)$, $K_{i}(x), i=1,2$, and the number $\delta_{0}-\delta_{6}$ (the inequalities (32) and (33) are proved with the help of the representation of $u(x, t)$ via $v(x, t)$ and the Hölder and Young inequalities. The inequalities (34)-(39) are obtained by using the Hölder and Young inequalities and the inequalities (32) and (33). By the obtained inequality, the Hölder and Young inequalities, the inequalities (22), (27), and the conditions $(2),(12),(13),(15)-(19)$, it is easy to obtain from (31) to the inequality

$$
\begin{align*}
\int_{0}^{t} \int_{\Omega} & {\left[\frac{1}{2} v_{\tau}^{2}+2 v_{x \tau}^{2}+v_{x x \tau}^{2}\right] d x d \tau+\frac{c_{0}}{2} \int_{\Omega}\left[v^{2}(x, t)+v_{x}^{2}(x, t)\right] d x } \\
& \leqslant\left[\frac{\delta_{1}^{2}}{2}+\frac{k_{1}\left(1+k_{3}\right)}{\delta_{1}^{2}\left(1-\delta_{0}^{2}\right)}+\frac{k_{1}\left(1+k_{3}\right)}{2 \delta_{2}^{2}\left(1-\delta_{0}^{2}\right)}+\frac{k_{1}\left(1+k_{3}\right)}{\delta_{3}^{2}\left(1-\delta_{0}^{2}\right)}+\frac{\delta_{4}^{2}}{2}+\frac{k_{2} k_{4}}{\delta_{4}^{2}\left(1-\delta_{0}^{2}\right)}\right. \\
& \left.+\frac{k_{2} k_{4}}{\delta_{5}^{2}\left(1-\delta_{0}^{2}\right)}+\frac{k_{2} k_{4}}{\delta_{6}^{2}\left(1-\delta_{0}^{2}\right)}+\delta\right] \int_{0}^{t} \int_{\Omega}^{t} v_{\tau}^{2} d x d \tau+\left[\frac{\delta_{2}^{2}}{4}+\frac{\delta_{5}^{2}}{2}+\delta\right] \int_{0}^{t} \int_{\Omega} v_{x \tau}^{2} d x d \tau \\
& +\left[\frac{\delta_{3}^{2}}{2}+\frac{k_{2}}{\delta_{4}^{2}\left(1-\delta_{0}^{2}\right)}+\frac{k_{2}}{\delta_{5}^{2}\left(1-\delta_{0}^{2}\right)}+\frac{\delta_{6}^{2}}{2}+\frac{k_{2}}{\delta_{6}^{2}\left(1-\delta_{0}^{2}\right)}+\delta\right] \int_{0}^{t} \int_{\Omega} v_{x x \tau}^{2} d x d \tau \\
& +m_{9}\left[\int_{0}^{t} \int_{\Omega}^{t}\left(v^{2}+v_{x}^{2}\right) d x d \tau+\int_{0}^{\tau} \int_{0}^{\tau} \int_{\Omega} v_{x x \xi}^{2} d x d \xi d \tau+\int_{\Omega} g^{2} d x d \tau\right] \tag{40}
\end{align*}
$$

where $\delta$ is an arbitrary positive number and $m_{9}$ is determined by the functions $a(x, t), c(x, t)$, $\alpha_{i}(t), \beta_{i}(t), K_{i}(x), i=1,2$, and the numbers $T, \delta, \delta_{0}-\delta_{6}$. We fix $\delta_{1}-\delta_{6}$ by setting $\delta_{1}=\delta_{4}=1 / 2$, $\delta_{2}=\sqrt{2} \gamma_{0}, \delta_{5}=\gamma_{0}, \delta_{3}=\delta_{6}=1 / \sqrt{2}$. Now, for sufficiently small fixed $\delta$ and $\delta_{0}$, using the condition (29), we get

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left(v_{\tau}^{2}+v_{x \tau}^{2}+v_{x x \tau}^{2}\right) d x d \tau+\int_{\Omega}\left[v^{2}(x, t)+v_{x}^{2}(x, t)\right] d x \\
& \quad \leqslant m_{0}\left[\int_{0}^{t} \int_{\Omega}\left(v^{2}+v_{x}^{2}\right) d x d \tau+\int_{0}^{t} \int_{0}^{\tau} \int_{\Omega} v_{x x \xi}^{2} d x d \xi d \tau+\int_{0}^{t} \int_{\Omega} g^{2} d x d \tau\right] .
\end{aligned}
$$

This inequality and the Gronwall lemma imply that the solution to the boundary value problem $(30),(2),(12),(13)$ satisfies the a priori estimate

$$
\|v\|_{V} \leqslant M
$$

where the constant $M$ is defined by the functions $a(x, t), c(x, t), \alpha_{i}(t), \beta_{i}(t), K_{i}(x), i=1,2$, and the number $T$. As was already mentioned, this estimate implies the solvability of the problem (11), (2), (12), (13) in $V$. As above, taking into account Proposition 1, we obtain the solvability of Problem I in the space $V$. The uniqueness of a solution is obvious.

## 3 Solvability of Problem II

As above, we assume that the required smoothness conditions are satisfied. We set

$$
\Delta_{2}(t)=\left[1-\alpha_{2}(t)\right]\left[1-\beta_{1}(t)\right]+\alpha_{1}(t)\left[1-\beta_{2}(t)\right] .
$$

Assume that

$$
\begin{equation*}
\Delta_{2}(t) \neq 0, \quad t \in[0, T] . \tag{41}
\end{equation*}
$$

We set

$$
\begin{aligned}
& \mu_{0}(t)=\frac{1-\beta_{1}(t)}{\Delta_{2}(t)}, \quad \nu_{0}(t)=\frac{\alpha_{1}(t)}{\Delta_{2}(t)}, \quad \mu_{1}(t)=\frac{\beta_{2}(t)-1}{\Delta_{2}(t)}, \quad \nu_{1}(t)=\frac{1-\alpha_{2}(t)}{\Delta_{2}(t)}, \\
& R_{1}(x, t)=\mu_{0}(t) K_{1}(x)+\nu_{0}(x) K_{2}(x), \quad R_{2}(x, t)=\mu_{1}(t) K_{1}(x)+\nu_{1}(x) K_{2}(x), \\
& R(x, y, t)=x R_{1}(y, t)+R_{2}(y, t), \\
& \bar{z}_{1}(t)=1-\int_{\Omega} x R_{1}(x, t) d x, \quad \bar{z}_{2}(t)=-\int_{\Omega} R_{1}(x, t) d x, \\
& \bar{s}_{1}(t)=-\int_{\Omega} x R_{2}(x, t) d x, \quad \bar{s}_{2}(t)=1-\int_{\Omega} R_{2}(x, t) d x, \\
& \Delta_{21}(t)=\bar{z}_{1}(t) \bar{s}_{2}(t)-\bar{z}_{2}(t) \bar{s}_{1}(t), \\
& R_{0}(x, y, t)=\frac{1}{\Delta_{21}(t)}\left\{\left[x \bar{s}_{2}(t)-\bar{s}_{1}(t)\right] R_{1}(y, t)-\left[x \bar{z}_{2}(t)-\bar{z}_{1}(t)\right] R_{1}(y, t)\right\} .
\end{aligned}
$$

We again introduce the integral operator $B$ by the formula

$$
(B u)(x, t)=u(x, t)-\int_{\Omega} R(x, y, t) u(y, t) d y
$$

under the condition

$$
\begin{equation*}
\Delta_{21}(t) \neq 0, \quad t \in[0, T] . \tag{42}
\end{equation*}
$$

This operator is invertible, and the operator $B^{-1}$ is defined by the formula

$$
\left(B^{-1} v\right)(x, t)=v(x, t)+\int_{\Omega} R_{0}(x, y, t) v(y, t) d y
$$

We introduce the function $\Psi(x, t, u)$ by the formula

$$
\begin{aligned}
\Psi(x, t, u) & =\int_{\Omega} R_{x x}(x, y, t) u_{t}(y, t) d y-\int_{\Omega} R(x, y, t) u_{y y t}(y, t) d y \\
& -\int_{\Omega} a(x, t) R(x, y, t) u_{y y}(y, t) d y+\int_{\Omega}\left\{a(x, y) R_{x x}(x, y, t)-R_{t}(x, y, t)\right. \\
& \left.+R_{x x t}(x, y, t)-c(x, t) R(x, y, t)+c(y, t) R(x, y, t)\right\} u(y, t) d y
\end{aligned}
$$

We consider the boundary value problem: find a solution $v(x, t)$ to the equation

$$
\begin{equation*}
L v-\Psi\left(x, t, B^{-1} v\right)=\bar{f}(x, t) \quad \text { in } Q \tag{43}
\end{equation*}
$$

that satisfies (2) and the conditions

$$
\begin{array}{cc}
v_{x}(0, t)=\alpha_{1}(t) v(0, t)+\alpha_{2}(t) v_{x}(1, t), & 0<t<T \\
v(1, t) & =\beta_{1}(t) v(0, t)+\beta_{2}(t) v_{x}(1, t),  \tag{45}\\
\quad 0<t<T
\end{array}
$$

Proposition 2. Suppose that (41) and (42) hold. Then if function $v(x, t)$ is a solution in $V$ to the boundary value problem (43), (2), (44), (45), then the function $u=B^{-1} v$ is a solution to Problem II in $V$.

The proof is similar to that of Proposition 1.
Theorem 3. Suppose that (14)-(17), (19), (41), and the following conditions hold:

$$
8 \alpha_{1}(t) \xi_{1}^{2}+8\left[\alpha_{2}(t)-\beta_{1}(t)\right] \xi_{1} \xi_{2}+\left[1-8 \beta_{2}(t)\right] \xi_{2}^{2} \geqslant 0
$$

for

$$
\begin{gather*}
t \in[0, T], \quad\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}  \tag{46}\\
f(x, t) \in L_{2}(Q) \tag{47}
\end{gather*}
$$

Then there exists a unique function $u(x, t)$ in $V$ that is a solution to Equation (1) in $Q$ satisfying the conditions (2), (44), and (45).

Proof. We again use the parameter continuation method. Let $\lambda \in[0,1]$. We set

$$
\begin{aligned}
& \bar{a}_{i}(x, t, \lambda)=\lambda\left[x \alpha_{i}(t)+\beta_{i}(t)-\alpha_{i}(t)\right], \quad i=1,2 \\
& \Delta(t, \lambda)=\left[1-a_{1}(0, t, \lambda)\right]\left[1-a_{2 x}(1, t, \lambda)\right]-a_{1 x}(1, t, \lambda) a_{2}(0, t, \lambda), \\
& \bar{b}_{1}(x, t, \lambda)=\frac{1}{\Delta(t, \lambda)}\left\{a_{1}(x, t, \lambda)\left[1-a_{2 x}(1, t, \lambda)\right]+a_{2}(x, t, \lambda) a_{1}(1, t, \lambda)\right\}, \\
& \bar{b}_{2}(x, t, \lambda)=\frac{1}{\Delta(t, \lambda)}\left\{a_{1}(x, t, \lambda) a_{2}(0, t, \lambda)+a_{2}(x, t, \lambda)\left[1-a_{1}(0, t, \lambda)\right]\right\}, \\
& \bar{A}_{i}(x, t, \lambda)=\bar{b}_{i x x}(x, t, \lambda)-\bar{b}_{i}(x, t, \lambda), \quad i=1,2 \\
& \bar{B}_{i}(x, t, \lambda)=\bar{b}_{i x x t}(x, t, \lambda)+a(x, t) \bar{b}_{i x x}(x, t, \lambda)-c(x, t) \bar{b}_{i}(x, t, \lambda)-\bar{b}_{i t}(x, t, \lambda), \quad i=1,2, \\
& \bar{F}(x, t, \lambda, \xi)=\bar{A}_{1}(x, t, \lambda) \xi_{1}+\bar{A}_{2}(x, t, \lambda) \xi_{2}+\bar{B}_{1}(x, t, \lambda) \xi_{3}+\bar{B}_{2}(x, t, \lambda) \xi_{4}, \\
& \bar{w}(t)=\left(w_{t}(0, t), w_{x t}(1, t), w(0, t), w_{x}(1, t)\right) .
\end{aligned}
$$

We consider the following family of auxiliary boundary value problems: find a function $w(x, t)$ that is a solution to the equation

$$
\begin{equation*}
L(\lambda) w \equiv w_{t}-a w_{x x}+c w-w_{x x t}-\bar{F}(x, t, \lambda, \bar{w})=f \tag{48}
\end{equation*}
$$

in the rectangle $Q$ and satisfies (2) and the conditions

$$
\begin{equation*}
w_{x}(0, t)=w(1, t)=0, \quad 0<t<T . \tag{49}
\end{equation*}
$$

For this family of problems, the continuity of the operator $L(\lambda)$ with respect to $\lambda$ is obvious. The solvability of the problem (48), (2), (49) in the space $V$ for $\lambda=0$ is known [8, 9]. It remains to prove an a priori uniform estimate $\lambda$ for the solution in the space $V$.

We introduce the function $u(x, t)=w(x, t)+\bar{b}_{1}(x, t, \lambda) w(0, t)+\bar{b}_{2}(x, t, \lambda) w_{x}(1, t)$. It is obvious that if $w(x, t)$ belongs to $V$, then $u(x, t)$ belongs to the same space and the function $u(x, t)$ is a solution to the equation

$$
\begin{equation*}
u_{t}-a u_{x x}+c u-u_{x x t}=f \tag{50}
\end{equation*}
$$

satisfying (2) and the condition

$$
\begin{gather*}
u_{x}(0, t)=\lambda\left[\alpha_{1}(t) u(0, t)+\alpha_{2}(t) u_{x}(1, t)\right], \quad 0<t<T,  \tag{51}\\
u(1, t)=\lambda\left[\beta_{1}(t) u(0, t)+\beta_{2}(t) u_{x}(1, t)\right], \quad 0<t<T . \tag{52}
\end{gather*}
$$

We consider the equality

$$
\begin{align*}
& \int_{0}^{t} \int_{\Omega}\left(u_{\tau}-u_{x x \tau}+c u\right)\left[u_{\tau}-\left(x-\frac{1}{2}\right) u_{x \tau}-u_{x x \tau}\right] d x d \tau \\
& =\int_{0}^{t} \int_{\Omega}\left(f+a u_{x x}\right)\left[u_{\tau}-\left(x-\frac{1}{2}\right) u_{x \tau}-u_{x x \tau}\right] d x d \tau \tag{53}
\end{align*}
$$

following from (50). Integrating by parts and using (2), (51), (52), it is easy to transform this equality to the form

$$
\begin{aligned}
& \int_{0}^{t} \int_{\Omega}\left[u_{\tau}^{2}+\frac{3}{2} u_{x \tau}^{2}+u_{x x \tau}^{2}\right] d x d \tau+\frac{1}{2} \int_{\Omega} c(x, t)\left[u^{2}(x, t)+u_{x}^{2}(x, t)\right] d x+\frac{1}{4} \int_{0}^{t} u_{x \tau}^{2}(0, \tau) d \tau \\
& +\frac{1}{4} \int_{0}^{t}\left\{8 \lambda \alpha_{1}(\tau) u_{\tau}^{2}(0, \tau)+8 \lambda\left[\alpha_{2}(\tau)-\beta_{1}(\tau)\right] u_{\tau}(0, \tau) u_{x \tau}(1, \tau)+\left[1-8 \lambda \beta_{2}(\tau)\right] u_{x \tau}^{2}(1, \tau)\right\} d \tau \\
& =\int_{0}^{t} \int_{\Omega}\left(f+a u_{x x}\right)\left[u_{\tau}-\left(x-\frac{1}{2}\right) u_{x \tau}-u_{x x \tau}\right] d x d \tau-\int_{0}^{t} \int_{\Omega} c_{x} u u_{x \tau} d x d \tau \\
& +\frac{1}{2} \int_{0}^{t} \int_{\Omega} c_{\tau}\left(u^{2}+u_{x}^{2}\right) d x d \tau+\int_{0}^{t} \int_{\Omega}\left(x-\frac{1}{2}\right) u_{\tau} u_{x \tau} d x d \tau \\
& +\int_{0}^{t} \int_{\Omega}^{t}\left(x-\frac{1}{2}\right) c u u_{x \tau} d x d \tau-2 \lambda \int_{0}^{t} u_{\tau}(0, \tau)\left[\alpha_{1}^{\prime}(\tau) u(0, \tau)+\alpha_{2}^{\prime}(\tau) u_{x}(1, \tau)\right]
\end{aligned}
$$

$$
\begin{aligned}
& -u_{x \tau}(1, \tau)\left[\beta_{1}^{\prime}(\tau) u(0, \tau)+\beta_{2}^{\prime}(\tau) u_{x}(1, \tau)\right] d \tau+\lambda \int_{0}^{t} c(1, \tau) u(1, \tau) u_{x \tau}(1, \tau) d \tau \\
& -\lambda \int_{0}^{t} c(0, \tau) u(0, \tau)\left[\alpha_{1}(\tau) u_{\tau}(0, \tau)+\alpha_{2}(\tau) u_{x \tau}(1, \tau)+\alpha_{1}^{\prime}(\tau) u(0, \tau)+\alpha_{2}^{\prime}(\tau) u_{x}(1, \tau)\right] d \tau
\end{aligned}
$$

By (15)-(17), (19), (46), (22), (27), the Young inequality, and the Gronwall lemma, the solution $u(x, t)$ to the boundary value problem (50), (2), (51), (52) satisfies the required a priori estimate

$$
\|u\|_{V} \leqslant M_{3},
$$

where the constant $M_{3}$ is determined by the functions $a(x, t), c(x, t), \alpha_{i}(t), \beta_{i}(t), i=1,2$, and the number $T$. This estimate implies the solvability of the problem (54), (2), (51), (52) in the space $V$ for $\lambda=1$. The function

$$
u(x, t)=w_{1}(x, t)+\bar{b}_{1}(x, t, 1) w_{t}(0, t)+\bar{b}(x, t, 1) w_{1 x}(1, t)
$$

is the required solution to Problem III. The uniqueness of a solution is obvious.
We set

$$
\begin{aligned}
& r_{1}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} R_{x x}^{2}(x, y, t) d y\right], \quad r_{2}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} R^{2}(x, y, t) d y\right], \\
& r_{3}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} R_{0}^{2}(x, y, t) d y\right], \quad r_{4}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} R_{0 x x}^{2}(x, y, t) d y\right] .
\end{aligned}
$$

Theorem 4. Suppose that (9), (15), (16), (47)-(49), and the following condition hold:

$$
\begin{equation*}
\exists \gamma_{0}(x) \in\left(0, \frac{\sqrt{5}}{2}\right): r_{1}\left(1+r_{3}\right)\left(4+\frac{1}{4 \gamma_{0}^{2}}\right)+2 r_{2} r_{4}\left(6+\frac{1}{\gamma_{0}^{2}}\right)<\frac{1}{4}, \quad r_{2}\left(4+\frac{1}{\gamma_{0}^{2}}\right)<\frac{1}{2} \tag{54}
\end{equation*}
$$

Then there exists a unique solution $u(x, t)$ in $V$ to Problem II.
The proof of this theorem is similar to that of Theorem 2 differs by only the choice of $\delta_{1}-\delta_{6}$ $\left(\delta_{1}=\delta_{3}=\delta_{4}=\delta_{6}=\frac{1}{\sqrt{2}}, \delta_{2}=\sqrt{2} \gamma_{0}, \delta_{5}=\gamma_{0}\right)$.

## 4 Solvability of Problem III

The scheme of the proof of Problem III is the same as that for Problems I and II. We set

$$
\Delta_{3}(t)=\beta_{1}(t)+\beta_{2}(t)-\alpha_{1}(t)-\alpha_{2}(t)-1 .
$$

Assume that

$$
\begin{equation*}
\Delta_{3}(t) \neq 0, \quad t \in[0, T] . \tag{55}
\end{equation*}
$$

We set

$$
\begin{aligned}
& \varphi_{0}(t)=\frac{1}{\Delta_{3}(t)}, \quad \psi_{0}(t)=-\frac{1}{\Delta_{3}(t)}, \quad \varphi_{1}(t)=\frac{\beta_{1}(t)+\beta_{2}(t)-1}{\Delta_{3}(t)}, \quad \psi_{1}(t)=-\frac{\alpha_{1}(t)+\alpha_{2}(t)}{\Delta_{3}(t)}, \\
& S_{1}(x, t)=\varphi_{0}(t) K_{1}(x)+\psi_{0}(t) K_{2}(x), \quad S_{2}(x, t)=\varphi_{1}(t) K_{1}(x)+\psi_{1}(t) K_{2}(x), \\
& S(x, y, t)=x S_{1}(y, t)+S_{2}(y, t), \quad \widetilde{z}_{1}(t)=1-\int_{\Omega} x S_{1}(x, t) d x, \quad \widetilde{z}_{2}(t)=-\int_{\Omega} S_{1}(x, t) d x, \\
& \widetilde{s}_{1}(t)=-\int_{\Omega} x S_{2}(x, t) d x, \quad \widetilde{s}_{2}(t)=1-\int_{\Omega} S_{2}(x, t) d x, \quad \Delta_{31}(t)=\widetilde{z}_{1}(t) \widetilde{s}_{2}(t)-\widetilde{z}_{2}(t) \widetilde{s}(t), \\
& S_{0}(x . y, t)=\frac{1}{\Delta_{31}(t)}\left\{\left[x \widetilde{s}_{2}(t)-\widetilde{s}_{1}(t)\right] S_{1}(y, t)-\left[x \widetilde{z}_{2}(t)-\widetilde{z}_{1}(t)\right] S_{2}(y, t)\right\} .
\end{aligned}
$$

We introduce the operator $B$ by the formula

$$
(B u)(x, t)=u(x, t)-\int_{\Omega} S(x, y, t) u(y, t) d y .
$$

In the case

$$
\begin{equation*}
\Delta_{31}(t) \neq 0, \quad t \in[0, T], \tag{56}
\end{equation*}
$$

this operator is invertible and $B^{-1}$ is defined by the equality

$$
\left(B^{-1} v\right)(x, t)=v(x, t)+\int_{\Omega} S_{0}(x, y, t) v(y, t) d y
$$

Theorem 5. Suppose that (14)-(19), (55), and (56) hold. Then there exists a unique solution $u(x, t)$ in $V$ to Problem III.

We set

$$
\begin{array}{ll}
\widetilde{k}_{1}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} S_{x x}^{2}(x, y, t) d y\right], \quad \widetilde{k}_{2}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} S^{2}(x, y, t) d y\right], \\
\widetilde{k}_{3}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} S_{0}^{2}(x, y, t) d y\right], & \widetilde{k}_{4}=\max _{(x, t) \in \bar{Q}}\left[\int_{\Omega} S_{0 x x}^{2}(x, y, t) d y\right] .
\end{array}
$$

Theorem 6. Suppose that (15)-(17), (19), (55), (56), and the following condition hold:

$$
\begin{equation*}
\exists \gamma_{0} \in\left(0, \frac{\sqrt{5}}{2}\right): \widetilde{k}_{1}\left(1+\widetilde{k}_{2}\right)\left(4+\frac{1}{4 \gamma_{0}^{2}}\right)+2 \widetilde{k}_{2} \widetilde{k}_{4}\left(6+\frac{1}{\gamma_{0}^{2}}\right)<\frac{1}{4}, \quad \widetilde{k}_{2}\left(4+\frac{1}{\gamma_{0}^{2}}\right)<\frac{1}{2} \tag{57}
\end{equation*}
$$

Then there exists a unique solution $u(x, t)$ in $V$ to Problem III.
The proof of Theorems 5 and 6 is similar to that of Theorems 1 and 3,2 and 4 respectively. The main a priori estimate is obtained by analyzing an equality of the form (53).

Remarks. 1. Using the parameter continuation method and estimates obtained in the proof of Theorems 1-6, it is easy to establish the solvability in $V$ of Problems I-III for loaded equations

$$
L u=f(x, t)+G(x, t, u)+F(x, t, \bar{u}(t)),
$$

where $G(x, t, u)$ is the sum of integrals over $\Omega$ of the functions $u(x, t), u_{t}(x, t), u_{x}(x, t), u_{x t}(x, t)$, $u_{x x}(x, t), u_{x x t}(x, t)$ (with weights) and $F(x, t, \bar{u})$ that is a linear form of traces of the function
$u(x, t)$ and its derivatives at $x=0$ and $x=1$. Further, the operator $L$ in these equations can be replaced with a more general operator of the form

$$
u_{t t}-A(x, t) u_{x x t}-a_{1}(x, t) u_{x x}+a_{2}(x, t) u_{x}+b(x, t) u_{t}+c(x, t) u
$$

such that $A(x, t) \geqslant a_{0}>0$ for $(x, t) \in \bar{Q}$, under some natural smoothness conditions.
2. From the proof of Theorems 2, 4, and 6 it immediately follows that the conditions (29), (54), and (57) can be slightly changed due to some other choice of the parameters $\delta_{1}-\delta_{6}$.
3. The conditions (29), (54), and (57) are smallness conditions. It is obvious that the set of data of Problems I-III satisfying these conditions is not empty.
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